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ABSTRACT into blobs. The static pixels identification is based on a&pix

: o . history cache analysis. Finally, a blob temporal validai®
In this paper it is presented a robust segmentation prooess f,yhjiad to discard false positives in traffic jam situatioifs
detecting incidents on highways. This segmentation pgcesne yalidation succeeds, an alarm is triggered in the traffic
is based on background subtraction and uses an efficient bagg|ematic system '
ground model initialization and update to work 24/7. A cross '
correlation based shadow detection is also used for minimiz
ing ghosts. Itis also proposed a stopped vehicle detegt®n s 2. SEGMENTATION PROCESS
tem based on the pixel history cache. This methodology has
proved to be quite robust in terms of different weather condipackground/foreground detection is an essential comgonen
tions, lighting and image quality. Some experiments cérrie of most video surveillance systems involving object détect
out on some highway scenarios demonstrate the r0busmes’saﬁ{{?tracking. Such systems require both robustness to light

the proposed solution. ing variation and computer feasibility. Most of the existin
solutions either make strict assumptions about the scene or
1 INTRODUCTION simply fail when handling abrupt lighting variations retsul

ing from moving clouds or camera automated gain control.

_ - oo The proposed segmentation system will be described below.

In order to ensure a safe and efficient driving, it is impor-rthis methodology is based on five main parts: 1) Background
modeling; 2) Foreground pixels validation criteria; 3)8ha

tant to classify vehicles’ behaviors and to understand thei
interactions in typical traffic scenarios. Not long agosthi ws/Highiight removal; 4)Blob validation; and 5) Dynamic
atcfiresholding.

burdensome task was performed by human operators at tr
fic control centers. However, increasing number of avadabl
cameras dictated the need for automatic traffic surveidanc
systems. 2.1. Background Modeling
The work presented in this paper is part of an automatic _ .

traffic surveillance system [1] [2]. The primary goal of the In order to achieve a good segmentation in an outdoor en-
system is to detect and track potentially anomalous traffi¥ironment it is necessary to have a background model that
events on highways. The core of an incident detection systegPnsiders all scenes’ variations not classified as foregtou
has to be an accurate and robust segmentation processs In thiree different background images are used to model the
paper, it is presented a robust segmentation process for olgackground, namely therimary background Bp), the sec-
door scenarios. This system is based on background subtra?darybackground Bs) and themedianbackground B,).
tion, and uses two background models for contemplating théhe Bp background has to have, at all times, the background
background variations. In order to avoid noise in the mdtlel, modelthatis closest to the currentframe. Thebackground
is also used a third background model obtained by a median & used to model objects classified as static but that can un-
n frames. Two distinct thresholds are used: a per-pixel thres dergo small variations in position and/or in shape. Lastly,
old for a robust adaptation to the scene variations, twenty f the B, background is the pixel value median of the last
hours a day, and a global threshold, that is the minimum yaludrames with a frame interval oh frames. This background
to eliminate camera noise scenario features like shakiegtr IS the cleanest one of the three backgrounds due to its median
and camera pole vibrations. This threshold is estimated iRroperties.
the system initialization. It is also used a shadow/hidttlig
g;etection algorithm based on cross-correlation to distieed 2.1.1. Initial Background Model Estimation

obs generated by lighting variation (moving clouds,farti
cial light changes, etc.). This segmentation process wes US| [1] was used a weighted average to estimate the initial
asr:nﬁ""t '(;‘ ?sttcppped \éehltﬂes ?hetectlon_ sy?]tem. Tlr:‘.'f;d)?p%ackground model, but this solution is not robust to scenar-
vehicles detection system has three main phases. Fituily, ios with high traffic density. Due to the statistical propest

is the segmentation of all vehicles in the scene. Secortdly, fth I | tribute to the final estimai
is verified if there are any static pixels segmented during € average, all samples contribute 1o the Tinal estumatio

certain period of time. Those static pixels are then groupel order to achieve an optimum initial background model, the
system calculates the median of a stack of frames based on

This work was supported by BRISA, Auto-estradas de Porfugall, whereg is the pixel index/; is the current framey is the
S.A. buffer size and\ is the interval between samples acquisitions.




background pixel and is tunned to a fast adaptation to back-
ground variations. Nonethelesg,is much smaller thany to
avoid the integration of passing objects in the object (Hgme
ny = 0.05 andn, = 0.0005).
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Fig. 1. Estimation of the initial background model. a) a frame of The purpose ofBs is to store information about the pixels
the scene where background model was computed. b) backbrourlassified as background, but that have more than one color
model estimation with an weighted average of 500 framesackb on its model. After the learning phase, this background is
ground model estimation with the median of 50 frames. As ame ¢ €qual toBp but in the detection phase and with the swap op-
see, the weighted average estimation is darker in the regitrere  €ration itis modeled with pixel variations if this existsutBn

there is a higher number of vehicles passing (top of the road) some situations it is possible th}; can be wrongly modeled
and in this case if it is not corrected it can originate mis de-

tections on the segmentation process. To mainkajrclean
From the undertaken experiments, the median background ié(-)m wrong estimation, it is analysed at all iterations thet|

)

. . - Ime that the model was the closest model to the current back-
timation proved to be more accurate than the weighted ave jround. If theBs model is not used during more tharitera-

age estimation. InitiallyBp and B is equaled to this initial  {jons it 'is equaled td@p. This way, the model is maintained
background estimation (see Fig. 1). only if it is frequently used.

_ t pt—A Ft—2A t—(n—1)A
Bur (¢) = meds (I“”I¢ Ao e 1y ) @ 24 Foreground Pixels Validation Criteria
Most systems compute the difference between the current
. . L frame and the background image and consider as targets the
2.:2. Online Median Background Estimation pixels above a certain threshold. Then, neighborhood pix-
The online median background estimation is computed alels are clustered to form possible .foreground regions. This
most in the same way as the initial background model estimarocess usually leaves gaps that might lead to erroneogs for
tion but now this buffer always contains the lassamples. ground detection. Morphology can be used to fill in these
The only difference has to do with the samples’ buffer sizegaps. However, threshold-with-hysteresis (TWH) is prefer
and the update frequency. Buffer sorting is a computationsince it is a more accurate algorithm that only fills meanihgf

ally heavy task, making it therefore necessary to minimiz ; ; ; ;
this task. In order to reduce the computational time, both egapé, i Tgivtﬁé?;hgld{ig g'fﬁrf g%%mghﬁ(e(fgmi ?hee]:m?fel
and the update frequency were reduced (namely 5 and a%:ltivi?)./ v P P

A = 30). In order to achieve good results with a small buffer,
the samples’ buffer is only updated if the related pixel wais n - )
classified as foreground in the current frame. Din(¢) = { gnm |[1'(9) = Bi(9)] zﬁ E Z_z (3)

2.3. Online Primary and Secondary Background Update The Quasi-Connected Component®CC) [3] combines

. . TWH with gap filling and connected component labeling.

The background update is one of the most important task§ne of the techniques to keep a fast QCC process consists of
in a 24/7 surveillance system working on outdoor scenario reduction in resolution that also provides gap filling. &hs
The update of the primary backgrouni£) and of the sec- on Dy (¢), a low resolution image® (parent image) is cre-
ondary backgroundHs) is carried out after the segmenta- ated. The thresholded difference image is divided intoksoc
tion process. During the segmentation process, a mask maf 2 x 2 pixels. Each pixel value of> stores the number

trix with the pixels classified as foreground/¢) is created Of pixels abovel; and7), of the corresponding block in the
and the background modeBg, Bg or Byy) closest to the thresholded difference imagB,(¢), whereT; is a lower

current classified background is identified for each pixal. | threshold andl}, a higher threshold (explained in detail in
a first step, and in order to guarantee tit is the back- Sec. 2.7). Two criteria were used to define the target blocks

o y analyzing the parent image: a) a block has to have at least
ground model closest to the current classified backgroung,q pixel abovd},; b) a block has to have at least two pixels

Bp is swapped withBg if Bg is more similar to the current  3p0ve7; and has to have a neighbor block with at least one
background tha®3 . In order to avoidBp and Bs degrada-  pixel aboveT},.

tion, itis also verified ifB,, is the model closest to the current

background. Sinc#), is a filtered background model, hav- 2.5. Shadow/Highlight Removal

ing it as the model closest to the current background means

that Bp has some disturbanc&p is equaled taB,, so that In order to detect shadow/highlight on the segmented re-
disturbances are eliminated. After this swap procBsspix-  gions it is computed the color normalized cross-corretatio
els are updated with a weighted average using Eq. 2, where (CNCC). This solution measures the similarity betwégn

is the integration factor of pixels classified as foregroand andI?. The color of the pixel is represented in the biconic
7s 1S the integration factor of the pixels classified as backHSL space in order to split the color information from the
ground. The integration factoy; is used for updating the brightness values [4]. To measure similarity it is caloedat



be validated if it is detected more than two times in the same
position.

2.7. Dynamic Thresholding

Four different thresholds are used in the segmentation pro-
cess: the per-pixel thresholdy,), the low thresholdT;), the

Fig. 2. a) Identification of a shadow induced by a cloud passing inhlgh threshold 7},) and the global thresholdf). The T,

O : . o attempts to account the scene noise at a pixel through time,
the dlrect!on of the image b"“"“? (red pixels). b) Identliza of e.g., when the camera shakes, the edge pixels will have a sig-
shadows induced by passing vehicles.

nificant intensity change; in these cases, we will incrdage
The T, is the minimum value to eliminate camera noise and

the HSL space, not in polar coordinates, but through thd€Pends on the scenario. The low threshiblds the sum of
projection of the R, G, B) vector onto the chromatidd, S)- T, and the per-pixel thresholf,, that dynamically adapts its
plane to compute the Euclidean values of hue and saturatiol®!U€ 8long the process (Eq. 7). Aii is obtained by Eq. 8

It is denoted the representation in Euclidean coordinatts w =1.25).
(h,s). The projectedh, s part is scaled, so that its length Ti(¢) = To(®) + Top(o) )
equals the saturation of the HSL color space. It is also de- Th(¢) = Ti(¢) x U — Ti(¢) ©)

noted thate!” = (k%" s¥', LT is the pixel components for a

foreground pixel and? the same for the background image.

It is defined on Eq. 4 the CNCC over a window with size

M x N for the two color pixels:Z, ¢2 at animage position 2.7.1. Thresholds Initialization

Yy Ty
(x.Y)- The threshold; is empirically initialized with 10. In Section
F ocB Yy _ TFLB 2.1.1 a buffer of: frames is used to estimate the initial back-
> i(coy ®Cuy) — MNLFL ST\ g
CNCCy,y = =22 = = (4)  ground model. The same sorted buffét,(s, j)) is used to
VVARFVAR estimatel, [6]. Wherep is position inside the sorted buffer
with B of pixel (¢, ) and, consequentl)BnTﬂJr1 of the data. The
ko Kok -2 thresholdl, is computed by Eqg. 9. Whereis a fixed multi-
VAR® = (;(CW *ry) ~ MNL ) ®) plier, while g is a fixed scalar (hamely = 2 andg = 5).
wherei ranges from— 21 to z+ -1 and;j fromy— 21 T,(6) = A (B%H(ab) _ B%fg(ﬁﬁ)) )

toy + Y1, LF is the average intensity in the imageover
the M x N window,k € {F, B} and

Cry ® €y = (i, 553) 0 (i), s57) + L L3 (6)  2.7.2. Thresholds Update

The operator denotes the scalar product, with negative val-jyst |ike background images, threshold levels are updated o
ues set to zero. This cross-correlation algorithm has a loye |ast step of the frame processing, i.e, after determinin

performance in image areas with low color information. Anyhich pixels belong to the foreground and to the background.
improvement was introduced to handle this problem, namely 5 pixel value is bigger thaf}(¢) and is not classified as

it is verified if the analysed color has significant color iRfo - foreground, then it is labeled as a noisy pixel &g is in-
mation. IfS < 7V the pixel color is classified as gray level, creased by,.. By increasingl},,, of noisy pixels, the system

s is assigned to zero. This way, the cross-correlation pecegensibility is reduced. When pixels are classified as back-
just analyses the texture information of the pixel neighbor ground more tham frames theirZ,, is decreased b,
hood. For this analysis it is used the saturatiShdnd value  therefore increasing their sensibiﬁfy. To avoid the systa-

(V) of the HSV color space representation. The vaiueas tability 7. should b h bi th Th |
empirically set to 0.1. Fig. 2b and 2c show the outcome oﬁ,f;‘r; Ist}ét {’&icoi 8. jgder?icl ahgdg/f; 5@“ 0se values

the shadow detection algorithm.
26. Blob Validation 3. STOPPED VEHICLESDETECTION

After the foreground pixels identification and shadow/tigiit The main assumption for the stopped vehicles detection
removal, a grouping/labeling algorithm is applied to idgnt method is that some foreground pixels with the same color
the possible objects in the scene. In order to minimize théhat appears during a large period, are probably part of a
false positive detections, each of the possible blobs is valstopped vehicle. After a blob has been formed by these pixels
dated before labeling it as object/vehicle. Firstly, blalbs  grouping, it will only be considered as stopped if it holds
filtered by area. Blobs with an area belaly,;,, are discarded approximately the same position and dimensions for a pre-
(A,.:» depends on the scene). Secondly, the estimation of thdefined validation time. The studied method has two main
optical flow in the blob area occurs [5] to determine if thephases: stopped pixels recognition and a subsequent stoppe
blob is a moving object. If no motion is detected in the blob,vehicle validation process, that can culminate with a real
it is verified if this is a stopped blob. A stopped blob can onlystopped vehicle detection (see Fig. 3).
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Fig. 3. Overview of the stopped vehicles detection process.

Fig. 4. Stopped vehicles detection system experiments. a) and d)
3.1. Stopped Pixels Recognition stopped vehicle detection; b) and e) chromatic representaf the

The stopped pixels are identified by the analysis of the se number of occurrences of the most frequent Codeword; ¢) and f

mented pixels. A pixel is classified ataticif it is labelled %olor of the most frequent Codeword. The right example s

as foreground with the same color with a certain frequency? false positive due to the high frequency of the color wiriteikels
A pixel history cache [7] is used to verify the pixel colorfre “(vehicles lighting reflected in the wet road). In ) the atzsenof
guency. For each pixel it is kept a set of colors that appeargodewords associated with a pixel is represented by the gler.
at least one time in the lagf;, frames of the video signal.

Cache is an array of the same size of the image. Each entry
corresponds to a pixel and it has a list of Codewords (Codeg 1y “track”
book). A Codeword saves the RGB color components and
validation buffer that keeps occurency history of a colahi
pixel in the lasta frames. Occlusions, vibrations or lighting

changes that can temporarily hide or change a vehicle's pixgjoq should be inversely proportional to the average vejoci

color are taken into account with the pixel history cache. 5 'the region where the stopped blob is. This average ve-
For each foreground pixel it is checked if the actual C°|0rlocity is estimated during the learning phase. This apgroac

matches any Codeword present in the Codebook. A matchgigs false positives at some image regions where vehicles

event exists if the euclidean distance between two colars, i ; ; ; ; R
RGB space, is below= 30. If there is a match, with a Code- %%I%én&?nﬂme due to aimage perspective effect in the van

word in Cache, RGB components are updated by a weighte
average, and the validation buffer is updated with '1’. For
all the other Codewords present in the Codebook the buffer
is updated with '0’. If there is no Codeword matching, a 4. EXPERIMENTAL RESULTS
new Codeword is inserted in the pixel Codebook. The vali-

dation buffer of the Codewords of non segmented pixels ar¢pe system was tested with a real set of image sequences from

also updated with '0". Finally, all the Cache Codewords thaighways traffic surveillance cameras with different weath
not appear at least one time in the |#@stframes are deleted opgitions, lighting, image quality and fields of view. The

(Th = 25). . D .._System was also tested in real time in some Portuguese high
A pixel is validated as static if exists a Codeword on itSraffic density highway scenarios and in a car-park at Coim-
Codebook withi3 occurrences in the last frames, where pra University. Table 4 shows the experimental results ob-
a is the validation buffer size (namely = 40 ando = tained in some different scenarios. The tunnel situatios wa
64). This strategy handles the occlusion problem mentione cquired from the VSSNO6 dataset (8 minutes) [8]. The car-
above. However, when a stopped vehicle has its four emefark scenario and the highway scenarios were analisedglurin
gency lights activated, the vehicle lights region has mier 54 hours (see Fig. 5). In Fig. 4, it is illustrated the velscle
tently two or more colors. To deal with this particular, but yetection (green box) and the stopped vehicles identiicati
frequent, situation, it is also allowed that a pixel is vatied (red box). In the experiments performed to the system it was
as stopped whenever two Codewords have more#2nc-  yerified that the mis-detection of stopped vehicles was due t
currences im frames. Fig. 4 b) shows chromatically the the |ack of image contrast. Most of the false positives are re

the blob in validation and verify if it stays in
fhe same position with the same dimensions during a certain
validation period. In this situation, the blob is considkess

a stopped vehicle, and an alarm is triggered. Validation pe-

number of occurrences of the most frequent Codeword.  |ated to a wrong segmentation result. Another type of false
positives is represented in Fig. 4d, this is frequent inyrain
3.2. Stopped Vehicle Validation situations due to the saturation of the image with the vehi-

cles lighting reflected on the road. The segmentation peoces
Once identified the static pixels, they are grouped to makées able to detect vehicles under lighting variation in a ibu
a blob. The validation process of a possible stopped vehicleay , except in situations of abrupt lighting variation (eg-
starts if teh blob has a significant area. Not all the blobs thaificial lighting turned on or off). The system can segment ve
result from static pixels grouping are really stopped viglsic  hicles in outdoor scenarios and detect stopped vehiclassove
They can be vehicles moving slowly in the image or wrong320x 240 pixel image at 9 fps on a 3.2 Gz Intel Proces-
segmented regions. The main idea of the validation procesor under Linux OS.
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A\ Table 1. Experiments conducted on the global system.
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legend: Green - moving objects; Blue - stopped vehiclesh@rlast
5 minutes); Red - vehicles validated as stopped in the présane.
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Fig. 6. Outcame of the semgmentation process.

5. CONCLUSIONS

In this paper, it is proposed a methodology to segment ve-
hicles in outdoor scenarios based in background subtractio
This system uses an efficient background model initiakiati
and update to work 24/7. A stopped vehicles detection system
based on a pixel history cache is also presented.

The experiments conducted on a large number of scenes
demonstrate that this system is able to segment vehicles ro-
bustly under different weather conditions, lighting, ineag
quality and image compression variation. This segmentatio
process proved to be a good basis for an incident detection
system. The proposed stopped vehicles detection system
achieved as well a good performance in the tested conditions
described above.
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